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Abstract: The objective of the project HORIX is the development of an efficient management tool for flood forecasts in meso-scale watersheds. Thereby the flood warning should be faster and more reliable than the classical methods. The basis of the investigation is the analysis of important flood relevant processes: forecast of rainfall events – rainfall-runoff-model – hydraulic model (further referred as flood chain). The research project incorporates the uncertainties of the whole flood chain. This is done by a methodology which analysis the meteorological uncertainty, the model uncertainty of hydrological and hydraulic model parameters and their interactions and propagation in the modeling process. The consideration of uncertainties is time-dependent. A short forecasting horizon will lead to smaller uncertainties than a longer one. Therefore, an adequate alert system can be established and the number of false alarms can be minimized. Monte-Carlo simulations, turning band methods and multi objective optimization with evolutionary algorithms are introduced to get a reliable estimation of the uncertainties. Furthermore, a coupling of the hydrological output with 1-dimensional and 2-dimensional hydrodynamic models was necessary to calculate the corresponding non-stationary water levels and inundation areas. For each realization of the meteorological-hydrological simulation an individual flood map was generated. The statistical interpretation of all realizations (all generated flood maps) gives a reliable estimation about the uncertainties of the flood chain. Based on the results of the investigation an expert-system has been developed, which is operational applicable and easy to use, so that an early warning of the population is possible. Flood alert systems are activated for each warning level, which is defined by specified threshold values. Furthermore, it is now possible to assess the flood risk by analyzing its likelihood and by determining the damages based on (dynamic) flood maps.
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1. Uncertainty of meteoROLogICAL Variabels and SIMULATION OF EXTREME PRECIPITATION EVENTS 

A short overview about the techniques used to quantify the uncertainty of meteorological forecasts and observations are given in section 1.1. Section 1.2 deals with a simulation technique applied to generate hourly precipitation fields of extreme precipitation events of a given return period. The simulated precipitation fields are used by an offline coupled hydrological-hydraulic model to generate hourly discharge and water level series describing extreme flood situations.
1.1 Uncertainty of the meteorological forecasts and observations
A short range flood forecasting system for mesoscale catchments needs meteorological fields with a high temporal (e.g. 1 hour) and spatial resolution (e.g. 1 km x 1 km). To quantify the forecast uncertainty of high-resolved meteorological fields statistical downscaling techniques (see e.g. Obled et al. (2002) for precipitation) or limited area models based on ensembles (see e.g. Marsigli et al., 2005) are used. In this study we apply a statistical downscaling approach based on an analogue method (Lorenz, 1969) and an automated objective classification scheme of daily circulation patterns (Bárdossy et al., 2002). This technique is tested to quantify the uncertainty of daily areal precipitation. A more detailed description of the methodology is given in the poster presentation “Short range forecast of extreme daily precipitation events in mesoscale catchments – a probabilistic approach” by Bliefernicht et al. The uncertainty of observations can be quantified by applying a stochastic simulation method conditioned on the observed meteorological variable. In this study we use a simulation technique based on three-dimensional turning bands method (see e.g. Mantoglou and Wilson, 1987). It is applied to generate hourly precipitation fields for extreme events in winter and summer. The uncertainty of the observed precipitation is quantified by simulating 100 realizations. The uncertainty of hourly areal precipitation is shown in figure 1, for a winter event in 2000 occurred in the Freiberger Mulde. Note that we consider areal precipitation. The catchment area of the Freiberger Mulde is 2890 km2. The amount of the hourly areal precipitation of 80 realizations is in between the 10% and 90%-quantil. The estimation of the uncertainty based on hourly time series of 12 precipitation stations.
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Figure 1: Uncertainty of hourly areal precipitation of an event (54 mm in 72 h, return period of 5 years) occurred in March 2000. Freiberger Mulde, catchment area = 2890 km2, Elbe basin, Germany.
1.2 Stochastic simulation of hourly precipitation fields of extreme events of a given return period
Flood events causing high damages are seldom and a long observation period is needed to record those events. Frequently, the observation period is short and events of a higher return period did not occur. Thus, only flood events of a lower return period are used to train a flood forecasting. To solve this problem a generation scheme is developed used to simulate extreme flood events of a high return period. In this section we present the first part of the generation scheme. It based on a simulation method used to generate hourly precipitation fields for an extreme event of a given return period. The methodology of the technique can be divided into four steps. (1) The amount of areal precipitation in two (or three) days of an extreme event is estimated by an extreme value distribution based on block maxima (e.g. annual) of areal precipitation. (2) Hourly precipitation fields in a spatial resolution of 1 km x 1 km are simulated by a three-dimensional turning band method. (3) The amount of the areal precipitation is disaggregated according to the spatial and temporal distribution of the simulated hourly precipitation fields. (4) Finally, step two and three are repeated to derive more than one realization. To account the interannual variability of the precipitation process the data is split into two classes (summer and winter term) and for each class the statistical properties needed for turning band simulation are derived by using only the observations of extreme precipitation events. An example of one realization of a summer and a winter event is given in figure 2. In the framework of HORIX 100 realizations of extreme summer and winter events are generated for each catchment of seven return periods (10, 25, 50, 100, 250, 500 and 1000). Finally, the realizations of the extreme precipitation events are used by a hydrological-hydraulic model chain to generate extreme flood events.   
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Figure 2: Hourly areal precipitation of a realization of an extreme event in winter (100-year return period, 120 mm in 72 h) and summer (100-year return period, 163 mm in 48 h). Freiberger Mulde, catchment area = 2890 km2, Elbe basin, Germany.  

2. Uncertainty analysis
Especially in fast responding catchments the limited reliability of a deterministic flood forecast may easily jeopardize the forecast credibility. This can be overcome by considering in addition to meteorological forecast uncertainty also the uncertainty of the hydrological modeling. In our study we focus on the main sources of input and model parameter uncertainties of the rainfall-runoff process using a distributed hydrological model. These uncertainties essentially arise from insufficient catchment information (e.g. vague soil data) and the likelihood to obtain a similar calibration quality (goodness of fit) from different parameter combinations (problem of equifinality). A further component of hydrological uncertainty results in the necessary interpolation of rainfall information, which is only provided at distinct times and only at a few gauges in the catchment.

In a preliminary step these uncertainties are quantified separately according to their properties and the a-priori knowledge. Hereby the following methods are used:

· Monte Carlo simulations using Latin-hypercube sampling of distributed parameter sets to analyse the influence of uncertain soil data with respect to runoff.  Based on the range of soil structure information resulting from soil maps we derive soil hydraulic parameters via a pedotransfer function. We use the concept of soil similarity to describe the variability of the soil hydraulic characteristics relative to a single reference soil per soil type by only one scaling parameter. This allows reducing the large number of parameters and to include their correlative dependencies in a Monte Carlo simulation.

· Markov Chain Monte Carlo method for assessing parameter confidence intervals of conceptual model parameters.

We use the statistical approach of Bayesian inference to determine the distribution of the model parameters, which are most likely to characterize the observed runoff. This approach allows including prior knowledge of the parameters and to separate parameter uncertainty from other sources of uncertainty like model structure and input.

· Model simulations by using different precipitation realisations. These realisations, describing time and space variability of rainfall data, are generated by a turning bands method.

In a second step we combine these individual uncertainties within a Monte Carlo framework and evaluate the global uncertainty of rainfall-runoff modelling. 

An application of the framework is presented for the flash flood prone region of gauge Zoeblitz (129 km²), a mesoscale catchment in the ore mountain, Germany. For example the left part of figure 3 shows the combination of uncertain soil data and conceptual model parameters of a medium range flood event. The results were obtained using the Markov Chain Monte Carlo method, because of correlative dependencies of the parameters. This yields to a smaller uncertainty band than a Monte Carlo approach. The right part of figure 3 presents the global uncertainty of the flood event including the time and space variability of rainfall data by a Monte Carlo simulation. It displays, that rainfall variability is the dominating influencing value on the uncertainty of such a small catchment area. Further investigations show a change in the behaviour pattern of uncertainty with a growing catchment area. Especially the impact of rainfall variability decreases. Investigations of different rainfall events demonstrate the impact of varying process dynamics with respect to the runoff formation. Here the variability of runoff decreases with increasing rainfall intensity because of a dominating direct runoff component.
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Figure 3: Combination of uncertain soil data and conceptual model parameters of a flood event (left part), Global uncertainty of the flood event including time and space variability of rainfall (right part).
3. Half-automated calibration of rainfall-runoff models
In general the successful application of a rainfall-runoff model depends strongly on its calibration quality, which usually requires a detailed model understanding and thereby depends on the user’s experience. Due to the nonlinearity of the processes and model characteristics, different users could find different model parameters which yield equifinal model results during the calibration process. To overcome this inadequacy of a manual calibration the genetic evolution algorithm SCE-UA (Shuffled Complex Evolution – University of Arizona; Duan et al. 1992, 1993, 1994) is applied. With the SCE-UA algorithm it is possible to find the global optimum of the model parameter set and therefore makes the calibration process more even-handed.
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Figure 4: Flowchart of the SCE-UA optimization algorithm (acc. to Duan et al. 1992); it is assumed that the value of the chosen goodness-of-fit function has to approach to zero during the optimization process.
The SCE-UA optimization algorithm (Fig. 4) is leaned on the natural biological evolution process and includes combinations of random and deterministic approaches, the concepts of clustering and systematic evolution as well as the concept of competitive evolution. Due to this combination of concepts the optimization does not stuck within local optima, but find the global optimum. In the first step a so-called population P with an arbitrary number of parameter sets N is randomly generated within the n-dimensional parameter space. Hereby, the variable n describes the number of model parameters to be calibrated. The population P is then divided into an arbitrary number of complexes C which includes equally m = N/C parameter sets. Afterwards each complex is evolved separately according to the above mentioned concepts into the direction of the lowest goodness-of-fit function value. Hereby, it is assumed that the value of the goodness-of-fit function has to approach to zero during the optimization process. After the separate evolution process the complexes are shuffled, which means that first the old complex structure is abolished and second new complexes are randomly built of the new existing population. This iteration is repeated until the global optimum is found. 

One example of a rainfall runoff model for which the SCE-UA algorithm is applied is the spatially distributed and physically based hydrological model WaSiM-ETH (Schulla and Jasper, 2001). It uses the Richards-equation to simulate the vertical water fluxes in the unsaturated zone. WaSiM-ETH 6.4 is applied for two catchments within the HORIX-Project: Upper Main and Freiberger Mulde. Figure 5 shows exemplarily the result of a SCE-UA calibration for a head catchment of the Upper Main River. This good calibration result (Nash-Sutcliffe calibration (1994-1996): 0.91; validation (1998-2000): 0.81) was achieved faster than with the manual calibration and without an intervention of the user.
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Figure 5: SCE-UA calibration results for the head catchment Bayreuth (Upper Main)

4. Fuzzy based expert system for flood forecasting
A fuzzy based expert system is established to replicate model chain forecast of rainfall events – rainfall-runoff-model in order to make the flood warnings faster for meso-scale river basins. The application of fuzzy logic allows to describe the relations between the given input and output data without any mathematical description of the underlying physical processes. The data relations are represented through adaptable “If - Then” algorithms which are based on so-called fuzzy rules. 

In general, the fuzzy based expert system can be set up for a catchment including several gauges (Figure 6). For each gauge and time resolution of the forecast one of the two classical fuzzy inference systems, namely Mamdani and Takagi-Sugeno, was set up with the help of the Simulated Annealing optimization algorithm. During normal discharge conditions the forecast (discharge and water level) is performed on a daily resolution (green box). If the forecasted water level exceeds a defined threshold at one gauge the expert system switches automatically to the finer, hourly resolution (blue box). As soon as measured water levels at all gauges fall below the defined warning level the expert system switches back to daily resolution.
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Figure 6: General flowchart of the fuzzy based rule system (green: forecasts with a daily time resolution; blue: forecast with an hourly time resolution)

One main advantage of the expert system is that the system can handle precipitation ensembles due to short simulation times. Therefore, the system allows investigations of the propagation of uncertainties from the precipitation forecast on the forecast on discharges and water levels. A further advantage is that the whole system is always transparent and interpretable for users.
5. Inundation Modeling
To quantify uncertainties in flood modeling, the uncertainty is divided in parameter uncertainties and model complexity uncertainties. As investigation area a 27 km long river section of the Oberer Main (Bavaria, Germany) is used. The applied hydraulic model is Sobek-Rural 1D/2D (WL|Delft Hydraulics) with a hybrid model concept. Monte Carlo Simulations are used to analyze the influence of the parameters roughness as well as elevation in channel and floodplain on the water level. Thereby all parameters are primarily assumed to be uniformly distributed. 

The results show that due to all possible parameter combinations the fluctuation of the water level is spatial distributed. It depends on the relationship between foreland to channel discharge and on the combination between structures and embankments. The sensitivity of the water level on each parameter is different according to the river section and is analyzed by the General Sensitivity Analysis (Wade et al., 2001) for each calculation point. It is shown, that the friction and the elevation of the foreland are parameters with the most uncertainties and influences on the water level in flood modeling. The maximum range of all calculated water levels is about 0.35 m – 0.55 m (mean water level in the foreland 1.0 m – 1.4 m). Thereby 80% of all calculated water levels vary inside of 0.14 m – 0.3 m. These values are nearly constant for discharges with a return period of 5 to 100 zears. The inundation depths for steady and unsteady discharges with equal return periods were compared and are also equal.

Generally the flood modeling takes place with different complex models. Thus the model complexity as well as the model concept is also analyzed by comparative analyses with the models HYDRO_AS-2D and MIKE FLOOD. It is shown, that the momentum exchange between discharges in the overbank and in the channel (because of local crossing of channel discharge by overbank discharge) results in water level differences up to 0.25 m.  Moreover the approximation of the topography by a raster or a mesh has also local influences. Depending on the grid size of a raster, structures like small road embankments or back waters cannot be respected so that water level differences up to 0.20 m are possible.
6. WebGIS-Application with UMN MapServer
The WebGIS Application Oberer Main was realized with the free Software UMN MapServer. The UMN MapServer is an Open Source development environment for building spatial data information for internet applications. MapServer excels at rendering spatial data (maps, images, and vector data) for the web. Beyond browsing GIS data, the MapServer allows to create "geographic image maps", i.e. maps that can direct users to the content.
The Oberer Main Application (Fig. 7) is an interactive and web-based MapServer prototype for flood risk management. This Web-GIS Application presents flood risk areas along the river Main generated by the model chain of the project HORIX for different flood forecasts.  The user navigates the application about a graphical user interface GUI.  

Different tools and features are available such as:

· layer options about tree view-menu with checkboxes

· map navigation-tools (zoom in, pan, zoom out) about radio buttons

· interactive map view with north-south and west-east pan function

· help functions in a pop-up window

· query multiple features

For risk mapping different flood maps are available which indicate time dependent inundation depths. In combination with aerial photography the user can estimate the flooding for specific elements. An additional indication of uncertainty ranges helps to assess the individual flood risk resp. damage loss. 
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